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QUANTUM EFFECTS I N  INFORMATION TRANSMISSION SYSTEMS 

I. A. Deryugin, V. N.  Kurashov 

ABSTRACT. The b a s i c  assumptions of information theory 
change r a d i c a l l y  i n  t h e . o p t i c a 1  and i n f r a r e d  bands f o r  a 
low l e v e l  of e igen  no i se  i n  the  communication channel. The 
genera l  expression f o r  t h e  entropy capac i ty  of narrow-band 
and wide-band communication systems i s  obtained,  and t h e  
requirements f o r  optimum s i g n a l  c h a r a c t e r i s t i c s  a r e  determined 

High f requencies  have been employed i n  an ever inc reas ing  amount during /292*
r ecen t  years  i n  communication technology. The development of l a s e r s  and 
ampl i f i e r s  has  l e d  t o  g r e a t  success  i n  u t i l i z i n g  t h e  i n f r a r e d  and v i s i b l e  
po r t ion  of t h e  electromagnet ic  wave spectrum. There i s  no doubt t h a t  e f f e c t i v e  
systems of communication i n  space and on the  e a r t h  w i l l  be  developed i n  t h e  
near  f u t u r e  i n  t h i s  area. The high c a r r i e r  frequency i n  conjunct ion wi th  the  
very low n o i s e  l e v e l  of t hese  systems provides f o r a n  enormous information ca­
p a c i t y  of t h e  cormnunication channel. 

However, under these  condi t ions  d i f f e r e n t  quantum phenomena which may be 
disregarded i n  normal r a d i o  technology are beginning t o  p lay  an  important r o l e .  
I n  p a r t i c u l a r ,  d e f i n i t e  changes must be implemented i n  t h e  b a s i c  assumptions of 
t h e  classical information theory: t h e  model of a continuous communication 
channel, i t s  information capac i ty ,  and the  optimum s p e c t r a l  c h a r a c t e r i s t i c s  of 
t h e  s i g n a l .  L e t  us  i n v e s t i g a t e  a s imple example. Employing t h e  c l a s s i c a l  
model of a continuous communication channel ,  Shannon (Ref. 1) demonstrated the  
f a c t  t h a t  t he  t r ansmiss iv i ty  of a channel wi th  a wide band W f o r  an average-
s t r e n g t h  s i g n a l  P i n  t h e  presence of a d d i t i v e  whi te  n o i s e  Pn may be determined 

a 
by t h e  fol lowing formula 

c = W I n  ( I + - .  2). 
Within t h e  l i m i t s  of customary n o i s e  temperatures ,  t h i s  expression co inc ides  
wi th  our i n t u i t i v e  concepts ,  and provides  a good desc r ip t ion  of t h e  information 
p rope r t i e s  of a communication channel. I n  t h e  reg ion  where T + 0 -- i .e . ,n 
Pn + 0 -- express ion  (1) strives t o  i n f i n i t y  i n  t h e  case of a r b i t r a r y  pass  

bands. This  r e s u l t  is  customari ly  explained by t h e  f a c t  t h a t  i n  t h e  absence 
of n o i s e  any a r b i t r a r i l y  c lose  s i g n a l  levels may be d i s t ingu i shed ,  and conseq­
uen t ly  t h e  number of i n i t i a l  symbols f o r  t h e  t ransmi t ted  s i g n a l  may be made 
i n f i n i t e l y  l a r g e  i n  t h e  case of l imi t ed  average s t r e n g t h  Pa. As a r e s u l t ,  

t h e  t ransmiss ion  of any one s i g n a l  conta ins  i n  i t s e l f  an i n f i n i t e l y  l a r g e  
amount of information.  This l i n e  of reasoning,  which i s  abso lu te ly  c o r r e c t  
when viewed from classical  phys ics ,  i s  i n  d i r e c t  con t r ad ic t ion  t o  t h e  p r i n c i p l e  

.. . ..* Numbers i n  t h e  margin i n d i c a t e  pagina t ion  i n  t h e  o r i g i n a l  fo re ign  text. 
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of uncer ta in ty .  I n  a c t u a l i t y ,  it is  impossible  t o  measure a f i e l d  wi th  
a r b i t r a r y  accuracy wi th in  a f i n i t e  per iod  of - t i m e ,  s i n c e  t h e  fol lowing r e l a t i o n ­
s h i p  holds  

AEAt > A. 
(2) 

This r e l a t i o n s h i p  l eads  t o  t h e  f a c t  t h a t ,  even when t h e r e  is  no no i se ,  t h e  /293
information capac i ty  of t h e  channel remains l imi t ed .  Thus, express ion  (1) no 
longer  provides  a c o r r e c t  desc r ip t ion  of a real communication system. 

Cer ta in  changes i n  information theory appeared i n  d i f f e r e n t  forms i n  t h e  
s t u d i e s  of d i f f e r e n t  au thors  before  t h e  discovery of lasers. For example, 
Gabor (Ref. 2) introduced t h e  concept of "quant izat ion" as appl ied  t o  communi­
c a t i o n  channels. H e  w a s  apparent ly  t h e  first one t o  cons ider  t h e  inf luence  of 
quantum no i se  on the  gene ra l  n o i s e  p rope r t i e s  of r a d i a t i o n  receivers. The 
fundamental s tudy by Cal len and Welton (Ref .  3) made it poss ib l e  t o  analyze 
t h e  no i se  of ampl i f i e r s  a t  very  low no i se  temperatures. It w a s  found t h a t  
n o i s e  i s  l imi tedf rom below by t h e  so-cal led f l u c t u a t i o n s  of t h e  zero  f i e l d ,  

whose s t r e n g t h  equals  hvW, where W i s  the  instrument  pass  band. 

The conclusion w a s  immediately reached t h a t  t h e  information capac i ty  of 
information receivers remains l imi t ed  even a t  abso lu te  temperatures  which 
strive t o  zero. Severa l  au thors  have c a l l e d  a t t e n t i o n  t o  t h i s  f a c t  [ s ee ,  f o r  
example, (Ref. 15-11)]. However, t hese  s t u d i e s  d id  no t  provide a comprehensive 
p i c t u r e  of t he  quantum phenomena i n  communication channels. S t e rn  (Ref. 4 ,  5) 
and Gordon (Ref. 6 ,  8 )  developed t h e  model of a quantum channel. On t h e  b a s i s  
of t h i s  model, they considered no t  on ly  n o i s e  of t h e  zero f i e l d ,  bu t  a l s o  the  
phenomena r e l a t e d  t o  t h e  d i s c r e t e  na tu re  of e lectromagnet ic  r a d i a t i o n .  The 
app l i ca t ion  of t h i s  model t o  d i f f e r e n t  communication systems revealed i n t e r e s t ­
ing new l a w s ,  which w e r e  no t  descr ibed by classical  information theory even when 
zero  f i e l d  o s c i l l a t i o n s  w e r e  taken i n t o  cons idera t ion .  The d i scuss ion  presented 
below pr imar i ly  deals  wi th  t h e  s t u d i e s  (Ref. 4-81. W e  s h a l l  a l s o  present  c e r t a i n  
o r i g i n a l  r e s u l t s  pe r t a in ing  t o  wide-band communication channels. 

Model of a Quantum Communication Channel 

The model of a photon channel may be formulated from t h e  two b a s i c  postu­
lates of quantum theory:  

E = h v = h o ;  (3) 
AEAt >/ t i .  ( 4 )  

The in t roduc t ion  of t h e  f i r s t  p o s t u l a t e  i n d i c a t e s  t h e  change from a continuous 
(wave) desc r ip t ion  of t h e  electromagnet ic  f i e l d  t o  a d i s c r e t e  d e s c r i p t i o n  
(quantum). The second p o s t u l a t e  imposes a l i m i t a t i o n  upon t h e  number of in­
dependent v a r i a b l e s  which desc r ibe  the  r ad ia t ion .  I n  a c t u a l i t y ,  i t  is necessary 
t o  know t h e  2Av v a r i a b l e s  i n  c l a s s i c a l  electrodynamics i n  order  t o  determine 
the  s t a t e  of t h e  f i e l d  whose f requencies  are concentrated i n  t h e  Au band. For 
example,these may be t h e  amplitudes and phases f o r  expanding t h e  f i e l d  i n  
Four ie r  series conta in ing  Av terms, o r  t h e  va lues  of t h e  electric and magnetic 
f i e l d  amplitudes of each type  of or thogonal  wave. I n  quantum mechanics, i t  
fol lows from r e l a t i o n s h i p  ( 4 )  t h a t  t h e  measurements of  amplitude and phase, o r  /294 
of t h e  magnetic and electric f i e l d s ,  are not  independent. Only A V  independent 
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measurements may be performed per second, and consequently the state of the 

field may be determined by the AV variables. 


Let us now represent the quantum channel in the form of a portion of space 
(time -- frequency) which is delineated by the band Lv and the time T. Let us 
divide the selected portion of space into an element having the dimension AvAt. 
In order to satisfy the uncertainity principle, we must set 

Av&= 1. (5) 
Let us now assume that the signal source concentrates a certain number of 


photons in each element. Thus, each element represents a degree of freedom of 

the signal. It is assumed that the channel has a narrow band, in the sense 

that the photon frequencies in each element cannot be distinguished. Under 

these conditions, the role of the receiver consists of determining the number 

of photons in an element. Thus, the receiver represents an ideal quantum 

recorder. The physical feasibility of such a channel and its efficiency for 

different information receivers will be discussed below. We shall obtain the 

maximum entropy which the signal may have in such a channel. According to 

statistical mechanics, the entropy H per one degree of freedom may be written 

in the following form 


H = -	2 p (n)In p (n), 
n-0 

where p(n> is the probability that the given element contains exactly n photons.

The condition that-themean number of photons is retained 


(7) 

and also the normalization conditlon
-
n-0 

are imposed on the distribution function p(n). 


It may be readily seen that condition (71 is identical to the condition 

that the mean strength is retained for a channel having a narrow band. In 

actuality, multiplying by hvAv, we obtain
-2 nhvp (n)Av = BhvAv --= p.  

n-0 

In order to determine the maximum possible entropy, we shall vary (6) in terms 
of the distribution function p(n) under the conditions (7) 'and ( 8 ) .  We then 
obtain the equation ­1295 

- l n p ( n ) - I + ~ + P = Q  

where X and are arbitrary constants. 

We thus have 




The cons tan ts  c1 and X may be determined from condi t ions  (7) and (8): 
0 

a vane'.^ =R;e 

0 

a x @ =  1. 
0 

Performing summation, w e  ob ta in  t h e  following system of equat ions 
a 


1 - eA 

from which w e  have 

Ia=­
1 +-N 

W e  f i n a l l y  have 

W e  may f i n d  t h e  maximum entropy of t he  photon d i s t r i b u t i o n  i n  t h e  channel 

_ - I= - I ~ ~ - G V = I ~ ( ~ + N )+ N I n ( I  +T) .  
The rate a t  which entropy a r r i v e s ,  i .e . ,  t he  entropy per  u n i t  of time, is  

C=-	 H 
At ’ (15) 

o r ,  wi th  allowance f o r  ( 5 ) ,  
1

C = AvH = Av In ( 1  +fl) + Avm In ( 1  +-). (16)N 


Employing r e l a t i o n s h i p  ( 9 ) ,  we ob ta in  
P P hvAv

C = A v I n  ( 1 + h x ) + K I n ( l  + 7)-
The las t  formula i s  a quantum analogue of expression (1) i n  t h e  case 

Pn -f 0. The f i r s t  term i n  t h e  r i g h t  hand s i d e  of (17) co inc ides  wi th  t h e  r i g h t  
/296 

hand s i d e  of ( l ) ,  i f  w e  t ake  t h e  f a c t  i n t o  account t h a t  t h e  n o i s e  i s  l i m i t e d  by 
o s c i l l a t i o n s  of t he  zero f i e l d .  The second term of (17) is a pure ly  quantum 
term caused by the  d i s c r e t e  na tu re  of t he  photon f i e l d .  Under ord inary  con­
d i t i o n s ,  t he  f i r s t  term plays  t h e  b a s i c  r o l e .  I f  t he  mean number of photons 
pe r  second i s  less than un i ty ,  t h e  second term dominates. 

We should poin t  ou t  t h a t  it is no t  poss ib l e  t o  desc r ibe  a channel by 
spec i fy ing  t h e  p r e c i s e  number of photons a t  each moment of t i m e .  However, 
t h e  number of degrees of freedom f o r  t he  s i g n a l  does n o t  depend on t h e  par t icu­
l a r  method of descr ip t ion .  Consequently, t h e  expressions which w e  obtained 
must be v a l i d  when any o t h e r  v a r i a b l e s  are se l ec t ed ,  as it may be  assumed t h a t  

4 




expression (17) is universally valid. 


In conclusion, we may find the rate at which information is transmitted 
over a quantum channel having narrow band when there is additive noise. The 
amount of information transmitted under these conditions cannot be greater 
than the difference between the total entropy of the signal and the noise, and 
the entropy of onlythe noise. In order that this value may reach a maximum, 
the signal and the noise -- taken together -- must have the statistical prop­
erties of the noise. Thus, the rate at which information is transmitted may
be determined by the expression 

or 

P 


Pat Pnln ( 1  +p+n) -Pn +%Av ) + hv 
P

- 2 1 1 1  (I + - ';:). (18)hv 

It is of significant interest to determine the degree to which the limiting 

value (18) of the information transmittal rate may be attained. In addition to 

the customary conditions of optimum encoding, certain interesting problems 

arise which are related to the possibility of information being transmitted by 

a signal. We shall deal with these problems below, when discussing the quantum

recorder. 


Channel without Noise with an Infinite Pass Band 


Let us investigate a signal whose frequencies cannot be assumed to be 
identical within an accuracy of the uncertainityprinciple, essentially the pho­
ton distribution with respect to frequency. This case is realized, for example, 
in a wide-band channel when a modulated signal is being transmitted. A similar /297
problem arises when we investigate a system of multi-channel communication with 
frequency separation of the channels. In both cases, it is interesting to 
find the optimum (with respect to information theory) strength distribution in 
terms of frequency. 

The study (Ref. 4 )  investigates a similar problem for a channel without 
noise with an infinite pass band. Let us investigate it in greater detail. 
We shall assume, as was done in (Ref. 4 ) ,  that the source generates a large 
number of narrow lines independently. The photon energies of each such line 
are approximately the same. The mean quantum occupation number of the && 
line will be designated by Ni. A s  was indicated previously, the entropy of 
such a narrow-band signal is limited by the quantity 


The total entropy of the source signal per unit of time equals 


5 




I n  order  t o  s a t i s f y  t h e  u n c e r t a i n i t y  p r i n c i p l e ,  we must set t h e  follow­
ing ,  j u s t  as previous ly ,  

AtAV = 1. 

We then have 
e 


H = A V Hi ~= A v  
d

IN;In 
I - I  1-1 (21) 

Inves t iga t ing  t h e  extremum of t h i s  va lue ,  w e  ob ta in  the  dependence Ni= Ni (v)  

a t  which (21) assumes a maximum value.  L e t  u s  impose an a d d i t i o n a l  condi t ion  
t h a t  t he  average s t r e n g t h  be cons tan t  

Av 2 Nihvi =P. 
i-1 

The v a r i a t i o n a l  problem f o r  t h e  cond i t iona l  extremum (21) leads t o  t h e  
fol lowing equat ion 

m

d ( A v  z[NiIn ( 1  + k)+ In (1 + Nil ]  +AAv 2Nihvi} = 0. 
aNi '-1 

W e  thus have 

I n  order  t o  f ind  

It is apparent  t h a t  A 
i n f i n i t y .  Therefore, 

A ,  w e  s u b s t i t u t e  (23) i n  (22): 

< 0 ,  s i n c e  i n  the  oppos i te  case the  series d iverges  a t  
w e  s h a l l  r ep lace  A by -A below, so t h a t  

m hv,
A v Z r = P ;e - 1  

The quan t i ty  Av i n  t h i s  equat ion may be decreased u n t i l  t h e  condi t ion  AvAt = 1 
is s a t i s f i e d .  We s h a l l  assume t h a t  Av may be made very  smal l .  L e t  u s  c a l c u l a t e  
A f o r  t h e  case Av +. 0. Then the  sum may be replaced by t h e  i n t e g r a l  

The i n t e g r a l  i n  the  r i g h t  hand s i d e  may be reduced t o  t h e  fol lowing form 

6 




L e t  us i n t roduce  a c e r t a i n  effective temperature 

Te&$m. 
W e  then have 

Thus, t h e  entropy of a quantum s i g n a l  of an i n f i n i t e  band has a maxi" 
in  t h e  case of t h e  occupation number d i s t r i b u t i o n  (29) .  This i s  t h e  Bose--
E i n s t e i n  d i s t r i b u t i o n  f o r  a body which is heated t o  a temperature of Teff. 

Introducing t h e  s p e c t r a l  d e n s i t y  of t h e  r a d i a t i o n  s t r e n g t h  

P (v) dv =hvN (v) dv, 

w e  o b t a i n  



I 


After simple transformations, both integrals are reduced to the tabulated in­

tegral 


We then have 


or, taking (28) into account, we have 


Such information which is maximally possible may be transmitted per unit 
of time over a channel with an infinite band without noise by a signal having 
the strength P. It is interesting to note that Gordon (Ref. 6) obtained such /300 
an expression with a coefficient which was somewhat too low by direct deter­
mination of the number of possible distinguishable levels allowed by the un­
certainity principle. 

Channel without Noise with a Limited Pas-s Band 

The problem examined above is of purely theoretical interest, since it 

is impossible to produce a communication system with an infinite pass band. It 

is much more interesting to determine the maximum possible rate at which in­

formation may be transmitted over a channel with a limited band. We shall now 

examine such a channel. 


We should first note that the very method by which the,precedingproblem 

is solved indicates that, for a signal having a limited band, the entropy 

reaches a maximum for a distribution of the occupation numbers which also obeys 

the following law 


N (v) = hv 
1 

exp-kT - 1 

This is due to the fact that the summation limits, which depend on the pass 
band, have no influence anywhere on the distribution calculation. The summa­
tion limits will be of importance when the temperature T is calculated, which 
in this case will not equal Teff * 

Generally speaking, T depends both on the 
signal strength and on the pass band, and the stronger it is, the greater is 

the strength and the narrower is the pass band. 


However, let us now examine the information transmission rate of a signal 
with the Bose-Einstein distribution, whose temperature does not depend on the 
pass band. When it is advantageous, we shall take this dependence into account. 
We shall everywhere assume that Av -+ 0, since we shall employ integrals, in­
stead of sums. 

The entropy of a signal having the Bose-Einstein distribution in a limited 
pass band W equals 

8 



I n  order  t o  f i n d  H, l e t  us  in t roduce  the  s u b s t i t u t i o n  i n  t h e  f i r s t  i n t e g r a l  
hv x = rj 

and t h e  s u b s t i t u t i o n  i n  t h e  second i n t e g r a l  

exp -hv 

After  simple t ransformat ions ,  w e  then obta in  

Changing t h e  i n t e g r a t i o n  limits i n  the  second i n t e g r a l  and t h e  no ta t ion  for the 
i n t e g r a t i o n  v a r i a b l e ,  w e  ob ta in  

L e t  us combine both i n t e g r a l s  

(38)  

where 
hW 

(39)  

n 

?ILThe f i r s t  of t hese  i n t e g r a l s  is  a t abu la t ed  i n t e g r a l  which equals  	- . 
6 

/301 


Thus, t h e  problem c o n s i s t s  of c a l c u l a t i n g  t h e  second i n t e g r a l  

a 


This  i n t e g r a l  cannot be  expressed i n  terms of elementary func t ions .  
s tudy,  l e t  us  r ep resen t  t h e  integrand i n  t h e  form of t h e  series 

For t h i s  

9 



1 = 1 3 x e - n X d x .  

a n=I 

Changing t h e  loca t ions  of summation and i n t e g r a t i o n  sQns ,  w e  ob ta in  /302- -nx -nx 

n=l 

The f i r s t  sum may be r e a d i l y  ca l cu la t ed-
n=l 

W e  thus  f nd 

Subs t i t u t ing  a and b y  w e  ob ta in  

bIn(l-ee-b)-aIn(l -e-.) = 

We f i n a l l y  have 

hW hW 

hWI n  t h e  case -+ 0, the  f i r s t  sum vanishes ,  and t h e  second sum s t r i v e s  t o  
.2 kT hWthe  va lue  - and H +. 0. I n  t h e  case -+ m y  t h e  second sum equals  zero,  and 
6 .2 kT 

t h e  f i r s t  sum equals  - . W e  then have 
6 kT .nf 

H - t h .  8 =Hmax -
I f  hW 

= I n  2 ,  then both sums are equal ,  and we consequently have 
KI 

H = -kTnz Hmax. 
6 =- 2 a H  aHI n  order  t o  s tudy  H f o r  d i f f e r e n t  W and T,  l e t  us  f i n d  - and - , f i r s taw aT 

assuming t h a t  W and T are independent va r i ab le s .  This  is v a l i d  f o r  l a r g e  pass  /303
bands o r  f o r  s m a l l  s t r eng ths :  

hW hW hW 
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- -  - -C las s i ca l  
- - -. C l a s s i c a l  "t -. Quantum 

Figure  1 Figure  2 

L e t  us  f i n d  t h e  asymptot ic  behavior of t hese  q u a n t i t i e s .  F i r s t  of a l l ,  
t he  i n v e s t i g a t i o n  shows t h a t  

from which it fol lows t h a t  t he  entropy inc reases  wi th  an inc rease  i n  t h e  
s t r e n g t h  and the  pass  band. 

Expanding the  unce r t a in  terms i n  formulas ( 4 2 )  and ( 4 3 ) ,  we r e a d i l y  f ind  
t h a t  

lim = a; 
w-oaw 

In  order  t o  f i n d  l i m  aH , l e t  u s  c a l c u l a t e  H approximately i n  t h e  case  
T-XC aT 

hW << kT. W e  may then  rewrite H i n  the  following form 

Af ter  s imple c a l c u l a t i o n s ,  w e  ob ta in  

W e  thus  have 

A l l  t h e  r e s u l t s  obtained d i f f e r  from t h e  c l a s s i c a l  r e s u l t s .  As is known: /304 
B,lass = w l n c *  (45)pa * 

11 
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The r e s u l t s  of t hese  cons idera t ions  a r e  i l l u s t r a t e d  by graphs given i n  F igures  
1-4. 

- -. Classical-. Quantum 

Figure  3 Figure  4 

It may be seen from the  above r e l a t i o n s h i p s  t h a t ,  i n  c o n t r a s t  t o  t h e  
classical  formula, 2 decreases  wi th  an inc rease  i n  W approximately according 

aw 
t o  an exponent ia l  l a w .  Thus, t h e  widening of t h e  channel band i n  t h e  case  
hW < kT ba re ly  l eads  t o  an inc rease  i n  the  entropy.  

The second i n t e r e s t i n g  consequence is  t h a t  f o r  small s i g n a l  s t r e n g t h s ,  
t h e  entropy inc reases  when t h e  s t r e n g t h  inc reases  much more slowly than would 
fol low from classical theory.  The fol lowing conclusion thus  must be drawn: 
i n  t h e  case hW < kT, i n  order  t o  inc rease  t h e  amount of information which may 
be introduced i n  the  s i g n a l  i t  i s  v a l i d  t o  inc rease  t h e  pass  band. On t h e  
o t h e r  hand, i n  t h e  case hW > kT, i t  is v a l i d  t o  i n c r e a s e  t h e  s i g n a l  s t r e n g t h  

hW a H( s ince  f o r  - + 00 - strives t o  zero only as T , whi le  aw strives t o  zero askT aT
hW 

e­

e kT ). 

L e t  us  now consider  t h e  dependence of t h e  cons tan t  T on t h e  pass  band W. 
It is apparent  t h a t  t h i s  dependence w i l l  be  s i g n i f i c a n t  p r imar i ly  f o r  s m a l l  
pass  bands o r  f o r  l a r g e  s t r e n g t h s ,  i . e . ,  f o r  t he  case <<1.I n  a c t u a l i t y ,

kT 

T may be determined from t h e  condi t ion  

W 
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o r  
hW 

x. 

hW .2
.For l a r g e  - , t h e  i n t e g r a l  d i f f e r s  very  l i t t l e  from - , and the re fo rekT 6

ic T J% . For s m a l l  -E , t h e  i n t e g r a l  depends s t rong ly  upon hW , and t h e r e f o r e  

w e  cannot assume t h a t  T = AP const .  . For t h i s  case, assuming t h a t  x << 1 , 
l e t  u s  expand t h e  in tegrand ,  confining ourse lves  t o  only  the  first term of t h e  /306
expansion : 

L e t  u s  c a l c u l a t e  t h e  entropy f o r  t h i s  case. It was shown above t h a t f o r  hW << kT 
w e  have 

Subs t i t u t ing  T ,  w e  ob ta in  

H = W + W In( 1 + +)+$In(  1 + r).P P hW’ 
a 

I f  w e  pass  t o  t h e  l i m i t ,  formally l e t t i n g  h + 0, w e  ob ta in  

which corresponds t o  t h e  c l a s s i c a l  information theory i n  t h e  fol lowing case 

P o = - *hW1’ (51)
e* 

Expressions (50) and (51) determine t h e  t r a n s i t i o n  t o  t h e  c l a s s i c a l  case.  
I f  i t  is  assumed t h a t  t h e  cons tan t  Po i s  a r b i t r a r y  i n  t h e  Shannon theory,  and 

consequently t h e  l e v e l  from which t h e  entropy i s  measured i s  a l s o  a r i b t r a r y ,  
t h e  quantum mechanical conclusion e s t ab l i shes ,  t h e  abso lu te  measurement l e v e l  
which i s  determined by t h e  s t r e n g t h  of t he  quantum no i se  hW2. 

Channel wi th  Noise 

Let  u s  assume t h a t  t h e  channel con ta ins  thermoaddi t ive n o i s e  wi th  a 
s p e c i f i c  s t r e n g t h  d i s t r i b u t i o n  P (v). W e  s h a l l  i n v e s t i g a t e  what s p e c t r a ln 
d i s t r i b u t i o n  Pa (v) t he  s i g n a l  must have i n  order  t h a t  it w i l l  t ransmi t  a maxi­

mum amount of information.  I n  t h e  c lass ical  case, t h i s  condi t ion  may be w r i t t e n  
i n  the  fol lowing form (Figure  5). 

Pa (v)  +P, (v) =const. (52) 

The s i g n a l  must be  l a r g e  a t  those  f requencies  where t h e  no i se  is s m a l l .  

I n  order  t o  determine t h e  corresponding condi t ion  i n  t h e  quantum case, 
l e t  us  w r i t e  t h e  information t ransmiss ion  rate when t h e r e  i s  n o i s e  i n  t h e  

1 3  
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following form /307 

Figure 5 The problem consists of trying to determine 

the extremum of this expression. This en­


tails certain difficulties, in view of the fact that the exponential distribu­

tion is not additive, and consequently 


Nc+n+ NC+ Nn. 
However, we shall employ the approximate equation Ncfn = N c + N n which, 
generally speaking, is practically satisfied in real channels (Ref. 6 ) .  

Under the given assumption, the information transmission rate may be 
written as follows: 

W 

Let us find the extremum of this expression under the condition that total 

signal strength is constant 


W 


( 5 5 )  

This problem leads to the equation 

W 

Substituting C ,  we obtain 

( 5 6 )  

or /308 
1N=+ Nn = e= -

The constant X may be calculated from condition ( 5 5 ) .  It is apparent that 
h < 0 based on the same considerations as in the preceding cases. 
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Thus, t h e  m a x i m u m  information t ransmission rate is  achieved f o r  given 
no i se  i f  t he  t o t a l  ensemble produces the  Bose-Einstein d i s t r i b u t i o n  (Figure 6 ) :  

The cons tan t  i n  t h e  r i g h t  hand+ 
i
i s i d e  of (55) must be  s e l e c t e d  so  t h a t  

t h e  l e v e l  of t h e  s i g n a l  s t r e n g t h  every­
where exceeds t h e  level of t he  no i se  
s t r e n g t h ;  otherwise nega t ive  s t r e n g t h s  
w i l l  be  encountered. 

V 

The r e s u l t  (57) d i f f e r s  from t h e  
c l a s s i c a l  r e s u l t  a t  h igh  f requencies ,  

F igure  6 where t h e  s i g n a l  s t r e n g t h  must decrease.  
For low f requencies ,  f o r  which 1 >>hv,Ix1 

w e  may w r i t e  
hv - 1Pa (v) + Pa (v) = 1 + hvl 11- I KI ' 

which co inc ides  wi th  (52) .  

W e  may r e a d i l y  f i n d  t h e  maximum information t ransmiss ion  r a t e  by t h i s  
channel. L e t  us  assume t h a t  t h e  no i se ,  and a l s o  t h e  s i g n a l  + n o i s e ,  obey t h e  
Bose-Einstein d i s t r i b u t i o n .  For t h e  case hW << kT, employing (49) ,  w e  then 
obta in  

This formula i s  v a l i d  only  i n  t h e  case Pa' Pn >> hW2. I f  t h i s  i n e q u a l i t y  i s  

no t  s a t i s f i e d ,  we must employ expression (41). 

Quantum Recorder /309 

L e t  us f i r s t  s tudy d i f f e r e n t  quantum systems, and l e t  us make c e r t a i n  
gene ra l  remarks. Formulas w e r e  presented above which e s t ab l i shed  t h e  upper 
l i m i t  f o r  t h e  amount of information which may be contained i n  a s i g n a l .  How­
ever, i t  is  no t  e n t i r e l y  apparent  t h a t  a l l  of t h i s  information may be  ex t r ac t ed  
from t h e  s i g n a l  a t  t h e  r ece iv ing  end of t h e  channel. The e s s e n t i a l  d i f f e rence  
from t h e  c lass ical  case l i es  i n  t h e  f a c t  t h a t  i n  quantum mechanics t h e  proper­
ties of the  recording device  i n e v i t a b l y  in f luence  t h e  s i g n a l  being recorded,  
and change i t  t o  a c e r t a i n  degree. Thus, w e  cannot draw any conclusion re­
garding t h e  a b i l i t y  t o  achieve these  condi t ions  from t h e  express ions  obtained 
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above. Under t h e s e  condi t ions ,  t h e  cons t ruc t ion  of an app l i cab le  rece iv ing  
device acqui res  p a r t i c u l a r  importance. I f  it is  s u f f i c i e n t  t o  spec i fy  t h e  
r e s u l t i n g  receiver no i se  level i n  classical theory  i n  o rde r  t o  desc r ibe  t h e  
informat;?? p r o p e r t i e s ,  i n  t he  case of a quantum channel -- as we s h a l l  see 
below -- a s p e c i a l  examination must be made f o r  each type of rece iv ing  device,  
independently of i ts  n o i s e  p rope r t i e s .  

A s  has  a l ready  been pointed ou t ,  a quantum recorder  r ep resen t s  an i d e a l  
r ece ive r  when t h e  model descr ibed f o r  t he  quantum channel i s  employed. How­
ever, t he  very  concept of " idealness"  n e c e s s i t a t e s  an  a d d i t i o n a l  d i scuss ion .  
We s h a l l  use  t h e  term mathematical ly  i d e a l  t o  desc r ibe  an ampl i f i e r  a t  whose 
output  p r e c i s e l y  Gn photons appear when n photons e n t e r  a t  the  inpu t ,  where G is 
t h e  ampl i f i ca t ion  c o e f f i c i e n t .  The information e f f i c i ency  of t h i s  ampl i f i e r  
equals  un i ty .  A s  w e  s h a l l  see below, i n  phys ica l  terms t h e  ex i s t ence  of a 
mathematically i d e a l  ampl i f i e r  is  impossible. Each real ampl i f i e r  on ly  
approximates t h i s  i d e a l i z a t i o n  t o  a c e r t a i n  ex ten t .  Therefore ,  we s h a l l  i n t r o ­
duce t h e  concept of a phys ica l ly  i d e a l  ampl i f i e r ,  where t h e  term "idealness"  i s  
employed i n  t h e  sense  of t h e  absence of e igen noise .  The i n v e s t i g a t i o n  of 
such a ampl i f i e r  considerably decreases  the  computational d i f f i c u l t i e s .  

For s m a l l  amounts of photons en te r ing  t h e  inpu t ,  i t  may be assumed t h a t  
t h e  device advanced by Weber is  phys ica l ly  i d e a l .  For l a r g e  occupat ion numbers, 
a wave guide maser r ep resen t s  such a device i n  t h e  case T = O'K. L e t  u s  
examine both of t hese  receivers, and l e t  us determine t h e  ex ten t  t o  which they 
approximate a mathematically i d e a l  r ece ive r .  

Binary recorder. If t h e  mean occupation numbers of t h e  photons a r e  s m a l l ,  
s o  t h a t  P << hvW, only two p r o b a b i l i t i e s  w i l l  d i f f e r  from zero: f o r  product iona 
of no photon, o r  f o r  product ion of one photon. L e t  us  assume t h a t  t he  receiver 
is  d is t inguished  by only two condi t ions:  t h e r e  a r e  no photons a t  t h e  inpu t ,  o r  
t h e r e  i s  any number of photons a t  the  input .  It is  apparent  t h a t  t h i s  system 
opera tes  e f f i c i e n t l y  only when t h e r e  a r e  small  occupation numbers. W e  s h a l l  
c a l l  t h i s  type of a device a b inary  quantum recorder .  

L e t  u s  assume t h a t  t h e  s i g n a l  being t ransmi t ted  c o n s i s t s  o f  an a r b i t r a r y  /310
d i s t r i b u t i o n  of impulses, each of which has  t h e  du ra t ion  W-1.  The p r o b a b i l i t y  
f o r  an impulse t o  be t r ansmi t t ed  i n  any given t i m e  i n t e r v a l  equals  Q. I f  t h e  
r ece ive r  d e t e c t s  even one photon i n  t h i s  t i m e  i n t e r v a l ,  i t  records  1, and i f  
no photon i s  de tec ted  it records  0. W e  s h a l l  assume t h a t  t h e r e  is no no i se  i n  
t h e  channel. I f  an impulse i s  t r ansmi t t ed ,  t h e  receiver may record  both 1 and 
0. I f  0 is  t ransmi t ted ,  t h e  output  s i g n a l  always corresponds t o  0. F igure  7 
shows an i l l u s t r a t i o n  of t h e  poss ib l e  cases. I f  t h e  s i g n a l  is  s u f f i c i e n t l y  
weak when passing through t h e  channel, t h e  photon d i s t r i b u t i o n  a t  t h e  input  
may be descr ibed by the  Poisson l a w  wi th  a high degree of accuracy. According 
t o  t h i s  l a w ,  t h e  p r o b a b i l i t y  p(n) of ob ta in ing  p r e c i s e l y  n photons e q u a l s  

p (n)=;;I 
d' e-f . ( 5 9 )  

Thus, t h e  p r o b a b i l i t y  of ob ta in ing  n o t  even one photon equals  e-s, and t h e  
p robab i l i t y  of ob ta in ing  one photon equals  1 - e - S .  These p r o b a b i l i t i e s  a r e  
a l s o  shown i n  F igure  7. 
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Impulse Probability 

Probability Transmitted 


P 

Figure 7 


Let us determine the information efficiencv of a receiver as follows: 


Here H (y) is the entropy of one symbol of information to be received which is 
determined by summation over the probability of all possible symbols; Hx (y) --
arbitrary entropy determined by the probability of receiving the symbol y when 
the symbol x enters the input: 

Y 

According to the well known Shannon theorem, the quantity

'= H Q -H ,  Q 

(61) 

( 6 2 )  

( 6 3 )  

determines the amount of information extracted from the signal during reception, /311
and consequently r) represents a measure of the receiver efficiency. If n = 1, 
then all the information contained in the signal is received. If r) < 1, then a 
portion of the information is lost. 

We may readily find H(y) and Hx(y) by employing (61) and (62). We have 


P ( 1 )  =Q(I-e-'); 
P(0 )  = 1 - Q ( 1  -ee-s); 
P, (0) =e-s; 
P, (1) = 1 - e+; 

P,(O) = I ;  
P"(1) = 0. 

Thus, performing summation, we obtain 


H ( y )  = - Q ( 1  -e-s)lnlQ(l-e-s)]­
-[ 1 -Q (1  -e-s)] In [ I  -Q (1 -.e-s)]; 

H, (y) = -Q [e-' In e-' + ( I  - e-s) In (1 -e-31; 
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f = -Q(1 -e-s)InQ-[l-Q(1 -e-s)]InII-Q(l --e-*)]+ 
+Qe-s In e-7 

We should no te  t h a t  t he  q u a n t i t i e s  s and Q may be i n t e r r e l a t e d ,  i f  w e  t ake  the  
f a c t  i n t o  account t h a t  t h e  mean number of photons en te r ing  t h e  inpu t  i n  the  
per iod of time W - 1  i s  maintained. Since the  mean number of  photons received 
i n  one impulse equals  s ,  during t h e  t i m e  W - 1 ,  Q s  photons are rece ived  on t h e  
average. Consequently, w e  have -

QS = N = const. (68) 
,Subst i tut ing Q from equat ion (68) i n  (66) ,  w e  f i n d  t h e  va lue  of I f o r  d i f f e r e n t  
f? and s. D i f f e r e n t i a t i n g  the  equat ion obtained wi th  r e spec t  t o  s and s e t t i n g  
t h e  d e r i v a t i v e  equal  t o  zero,  w e  ob ta in  t h e  condi t ion  of maximum I: 

-This equat ion may be solved by a numerical method f o r  each s p e c i f i c  va lue  of 

N.  Figure 8 shows the  dependence of t he  optimum amplitude of impulses received 

so upon t h e  mean number of impulses received i n  t h e  time W1. I f  w e  know s0' 

we may determine the  maximum information e f f i c i ency  of t he  recorder .  

c 

Figure 8 Figure  9 

I f  t h e r e  is  a d d i t i v e  n o i s e  i n  the  channel, j u s t  as previous ly ,  w e  may 
compile a scheme of p r o b a b i l i t i e s  and may c a l c u l a t s  t h e  e f f i c i e n c y  11. Figure /312
9 p resen t s  a graph showing the  dependence of 11 on N f o r  d i f f e r e n t  mean numbers 

C -
of photons of no i se  fi . I n  t h e  l i m i t i n g  case  f? << 1, Nn = 0, w e  may ob ta inn C-

I,= N, In 1 . (70)
Nc 

Comparing t h i s  expression wi th  formula (14) ,  w e  f i n d  t h a t  

q =  
l + ' " ( ' + ~ c E )  

1 -
I+, 

1 
] = 1 - 1 

] + I n T - 1 ' (71)
-
N, in J- In- Ne 

Ne NC 
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The information e f f i c i engy  of a b inary  recorder  may be  made a r b i t r a r i l y  
c l o s e  t o  u n i t y  by decreasing N . However, as fol lows from Figure  9 ,  even f o r  

C 
very  small ,'I d i f f e r s  t o  a cons iderable  ex ten t  from un i ty .  For l a r g e  f 

C C Y  
Y a binary  recorder  is  q u i t e  i n e f f i c i e n t ,  as would be expected. 

@anturn recorder in the case P >>h . A wave guide  maser wi th  no no i se  a 
may se rve  as an i d e a l  energy-sensi t ive r ece ive r  f o r  l a r g e  populat ion numbers 
of photons. This  type  of m a s e r  w a s  s tud ied  i n  d e t a i l  i n  (Ref. 12 ) .  L e t  u s  
examine a segment of t h e  wave guide which i s  f i l l e d  by an active substance 
(Figure 10) .  W e  s h a l l  assume t h a t  t h e  device opera tes  a t  O'k, and t h e r e  i s  
no r a d i a t i o n  from t h e  wave guide w a l l s .  Photons wi th  an exponent ia l  d i s t r i b u ­
t i o n  (13) e n t e r  t he  a m p l i f i e r  input .  W e  must f i n d  t h e  p r o b a b i l i t y  p (k, L) of  n 
p r e c i s e l y  k photons appearing a t  t h e  output .  This  problem w a s  completely 
solved i n  (Ref. 1 2 ) .  Based on t h e  expressions obtained i n  t h i s  s tudy f o r  
pn(k, L) ,  w e  should be a b l e  t o  f i n d  the  information e f f i c i e n c y  of t h e  ampl i f i e r  

f o r  a r b i t r a r y  ampl i f i ca t ion  f a c t o r s  G.  Unfortunately,  a t tempts  t o  perform t h i s  
c a l c u l a t i o n  have encountered computational d i f f i c u l t i e s .  Therefore ,  w e  s h a l l  /313 
conf ine  ourse lves  t o  t h e  case  >>1and G >> 1. For such an ampl i f i e r ,  w e  

C 


have 

i .e . ,  the  p r o b a b i l i t y  may be  descr ibed by a Poisson d i s t r i b u t i o n .  The form of 
t h i s  d i s t r i b u t i o n  i s  shown i n  F igure  11. 

i - - -L - - -

Figure  10 Figure  11 

I f  t h e r e  are n photons a t  t h e  inpu t ,  w e  may expect no t  only Gn photons 
a t  t h e  output ,  bu t  a l s o  a c e r t a i n  o t h e r  number. Thus, a p o r t i o n  of t h e  informa­
t i o n  i s  l o s t .  

The output  photon d i s t r i b u t i o n  may be  descr ibed by t h e  func t ion  

where p (n) is determined according t o  (10) and (12). 

Af t e r  s imple t ransformat ions ,  w e  ob ta in  
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p(k) 

I 1  I I l l l l l l l l  I I l l  

p (&) = a&&. (74) 
where 

W e  s h a l l  be i n t e r e s t e d  i n  t h e  p r o b a b i l i t y  of recording n photons when k photons 
are t ransmi t ted .  This  p robab i l i t y  equals  

P k  (n)= Pn ( k )P (4. (76) 
A nSince p (n) = a e , then n n  

This  equat ion is  v a l i d ,  gene ra l ly  speaking, only i n  t h e  case 0 ( n  k. 
However, w e  s h a l l  assume t h a t  i t  is  s a t i s f i e d  f o r  any n. The e r r o r  of  this ­1314 
approximation f o r  l a r g e  G and fi is  very s m a l l .  Taking t h e  f a c t  i n t o  account 
t h a t  

w e  may t ransform (77) t o  t h e  following form 

(78) 
where 

(79) 
W e  have he re  obtained t h e  p robab i l i t y  of recording n photons i n  t h e  case  when 
k photons w e r e  t ransmi t ted .  This p robab i l i t y  may be  descr ibed by t h e  Poisson 
d i s t r i b u t i o n  wi th  the  average number of photons expected M. L e t  u s  now 
determine t h e  a r b i t r a r y  entropy.  By d e f i n i t i o n ,  w e  have 

m m 

&=O n=O 

Since 
I n p k ( n )  = n l n M ­
-M - In (ni) 

and i t  is  assumed t h a t  n i s  s u f f i c i e n t l y  l a r g e ,  w e  may employ the  S t i r l i n g  
formula 

--n + Inm 

Taking t h i s  r e l a t i o n s h i p  i n t o  account, w e  ob ta in  
h p k ( n )  = n InM ­

-(n+ +) I n n - ( M ­

-n)- In v%. 
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41 
Substituting (81) in (80), we obtain
--2Pk (n)In P& (n)= 

P 

n=D (82) 
= M l r  ~ - I n V Z i - ~ p k ( n ) ( n +  $)Inn,  

n 

where the following equations are employed /315 
0 

C P r ( n )  = 1; 
n=O 

W 

C n p k ( n )  = M .  
n=O

0 1.­
toa to* 10" Let us determine the last term in100 ,,,cp 

equation (89). For this purpose, let us 
expand In n in power series with respect 

Figure 12 to (n - M)/M:  

I n n = I n M + I n  
(83) 


n - M  
-M­---? 1 ( n - M ) '  + ...I. 

Substituting (83) in (82), and performing summation, we obtain 


The expressions for the moments of Poisson distribution are employed here. We 

finally have 


n=O 

We may readily find the arbitrary entropy 


k 

where M is a known function of kwhich is determined by relationship (79). We 
thus have 

In order to perform summation, we must take the fact into account that k is 

sufficiently large over the significant range within which it changes. There­

fore, we may replace summation by integration with a high degree of accuracy: 


Since 
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w e  have /316 
.D

1
H k  (n)= pak In 2neN-5eAkkdkf2s e akk In 1- Ark]dk = 

0 0 

W e  have he re  taken t h e  f a c t  i n t o  account t h a t  hk < 0. In t roducing  t h e  sub­

s t i t u t i o n  I hkl k = x ,  we ob ta in  

H a ( n )  = T I n 2 n e E + 1  c X I n x d x .I 
2 3

0 

The i n t e g r a l  i n  t h e  r i g h t  hand s i d e  equals  t h e  E i i l e r  cons tan t  

Se-'lnxdx = C=0,5777. 
0 

Thus , t he  f i n a l  expression f o r  t h e  a r b i t r a r y  entropy w i l l  be  
1 

H k  (n)= 2 h23Ed%. (91) 

The entrgpy H (n) w a s  a l ready  computed [ s e e  formula (14)]. For l a r g e  occupation 
numbers N ,  i t  equals  

H (n)=In (e%. (92) 
Thus, t he  e f f i c i e n c y  of t h e  quantum recorder  i s  

For very l a r g e  iy w e  may d i s r ega rd  t h e  second term i n  (93) ,  and then t h e  
quantum recorder  e f f i c i e n c y  reaches i t s  m a x i m u m  va lue  n m a x  = -2 . The l o s s  of 

such a l a r g e  amount of information may be explained by t h e  f a c t  t h a t  t he  
descr ibed quantum recorder  which i s  phys ica l ly  i d e a l  does not  e x t r a c t  informa­
t i o n  included i n  t h e  s i g n a l  phase. Actual ly ,  when N i s  s u f f i c i e n t  l a r g e ,  a 
quantum desc r ip t ion  of t h e  photon f i e l d  approximates a c lass ical  desc r ip t ion  
and, consequently, t he  phase information may comprise 50% of t h e  t o t a l  amount 
of information. 

The f a c t  t h a t  i t  is impossible  t o  e x t r a c t  a l l  t h e  information of t he  
s i g n a l  by means of t h e  quantum recorder  does no t  mean t h a t  t h i s  same conclusion 
must be reached f o r  any o t h e r  receiver. Actual ly ,  a l though t h e  quantum channel 
model which i s  employed assumes t h a t  a quantum recorder  must be t h e  optimum 
rece ive r ,  t h e  model i t s e l f  i s  no t  t he  only poss ib l e  one. A s  w a s  ind ica ted  
above, t h e  quantum channel may be descr ibed not  only by t h e  number of photons 
i n  each element AtAv, bu t  a l s o  by any o t h e r  s e l e c t i o n  of  independent v a r i a b l e s ,  
provided t h a t  t h e i r  t o t a l  number is  W. In p a r t i c u l a r ,  f o r  l a r g e  a phase /317 
desc r ip t ion  of t he  s i g n a l  is  poss ib le .  Therefore ,  w e  may expect  t h a t  a phase-
s e n s i t i v e  receiver w i l l  be  more e f f i c i e n t  under these  condi t ions  than a quantum 
recorder .  This  assumption w i l l  be  subs t an t i a t ed  below when a coherent  ampl i f ie r  
i s  examined. 
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Coherent Amplifier 

A quantum mechanical o r  parametr ic  ampl i f i e r  w i t h  a high ampl i f i ca t ion  
f a c t o r  G may be employed as a coherent ampl i f i e r .  It i s  v a l i d  t o  assume (Ref. 
10, Ref. 11) t h a t  t h e  n o i s e  a t  t h e  ampl i f i e r  ou tput  may be descr ibed by means 
of t h e  e f f e c t i v e  n o i s e  a t  i t s  inpu t ,  which is expressed i n  terms of t h e  vo l t ­
age p o t e n t i a l  between t h e  input  s i g n a l  and t h e  no i se ,  and inc reases  c l a s s i c a l ­
l y  [-this i s  only v a l i d  f o r  o s c i l l a t i o n s  of zero  f i e l d  (Ref. 1311. I n  t h e  case 
.of the quantum.mechanica1 a m p l i f i e r ,  the s t r e n g t h  of t h e  e f f e c t i v e  no i se  may be 
determined by the fol lowing expression 

hvW + hvW 
( 9 4 )  

where TL is  t h e  temperature  of t h e  a t t enua to r  and t h e  ampl i f i e r  wave guide;  

-- negat ive  temperature  of t he  amplifying quantum ensemble. I n  an i d e a l  

temperature regime, TL = 0 ,  ITm[ = 0 and Peff. min. = hvw. A s i m i l a r  express ion  

may be obtained f o r  a parametr ic  ampl i f i e r .  Since w e  have assumed t h a t  G >>1, 
consequently the  s t r e n g t h  of t he  output  n o i s e  r e s u l t i n g  from Pe f f .  is  always 

very  much g r e a t e r  than t h e  s t r e n g t h  of t h e  quantum n o i s e  hvW I n  view of t h i s  
f a c t ,  w e  may write t h e  fol lowing wi th  a high degree of accuracy 

where 

Even f o r  t h e  optimum case ,  when m = 1, a f t e r  coherent  ampl i f i ca t ion  the  amount 
of information i s  decreased.  Figure 9 shows t h e  dependence of t he  ampl i f i e r  
e f f i c i ency  

ll-_c,,p , ( 9 7 )c, 

where C0 = W I n  (1+ P /p  ) f o r  d i f f e r e n t  va lues  of t h e  n o i s e  P n (W = 109 cps ,a n  
Tn = 290OK). For smal l  va lues  of Pn % hvW, t h e  e f f i c i e n c y  of t h e  coherent  

ampl i f i e r  r ap id ly  decreases .  A s  w e  have seen,  under these  condi t ions  t h e  
quantum recorder  is  more e f f i c i e n t .  I f  P >> hvW, t h e  coherent ampl i f i e r  ex­n 
tracts p r a c t i c a l l y  a l l  of  t h e  information included i n  t h e  s i g n a l .  

Conclusion /318 

The b a s i c  assumptions of information theory change r a d i c a l l y  i n  t h e  
o p t i c a l  and i n f r a r e d  bands f o r  a low level of e igen  n o i s e  i n  t h e  communication 
channel. The r e s u l t s  presented  above provide a comprehensive concept of  t h e  
c h a r a c t e r i s t i c s  of t h e  quantum channel. The gene ra l  expression f o r  t h e  entropy 
capac i ty  of  narrow-band and wide-band communication systems w a s  ob ta ined ,  and 
the  requirements f o r  optimum s i g n a l  c h a r a c t e r i s t i c s  w e r e  determined. The 
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a p p l i c a t i o n  of theory t o  an i n v e s t i g a t i o n  of s e v e r a l  r ece iv ing  devices  enabled 
u s  t o  c l a r i f y  c e r t a i n  l a w s  which are not  descr ibed by classical theory. These 
l a w s  were used t o  make recommendations regardicg the  use  of a c e r t a i n  receiver 
i n  each s p e c i f i c  case. W e  may sum up the  r e s u l t s  as fol lows.  

1. A quantum narrow-band chann,el has a d i s c r e t e  photon d i s t r i b u t i o n  
func t ion ,  a t  which t h e  s i g n a l  entropy i n  the  channel reaches a maximum.  This 
func t ion  may be descr ibed by t h e  exponent ia l  r e l a t i o n s h i p  

P (4= ah. 
where n = 0,  1, 2 ... 

2 .  The s i g n a l  entropy i n  a wide-band quantum channel reaches a m a x i m u m  
when the  f i e l d  of t h i s  s i g n a l  co inc ides  with the  r a d i a t i o n  f i e l d  of an  
abso lu te ly  b lack  body: 

Iv (v) = [exp 6)- 11-1 . 
I f  t h e r e  i s  a d d i t i v e  thermal  no i se  i n  t h e  channel, t h e  information capac i ty  i s  
a t  a maximum when t h i s  requirement i s  imposed on t h e  t o t a l  s igna l -noise  
ensemble. 

The entropy capac i ty  is  always f i n i t e ,  and is l imi t ed  by t h e  following 
va lue  

I 

3 .  There a r e  s i g n i f i c a n t  quantum phenomena i n  the  case h v W  Q Pn. I f  
hvW <<Pn,  w e  may completely change t o  t h e  c l a s s i c a l  theory,  as a r e s u l t  of 
which w e  ob ta in  H = In-Pa 

Pn 
The only d i f f e rence  from t h e  c l a s s i c a l  r e s u l t  is t h a t  now the  abso lu te  l e v e l  
from which t h e  entropy i s  measured i s  es tab l i shed .  This  l e v e l  is  determined 
by t h e  s t r e n g t h  of t h e  quantum noise .  

4 .  A binary  quantum recorder  is the  optimum recorder  wi th  r e spec t  t o  the  
information e f f i c i e n c y  T-I f o r  s m a l l  s i g n a l  i n t e n s i t i e s  a t  t h e  inpu t  of t h e  
rece iv ing  device,  f o r  which h v W  <_ P . I� P >>hvW, then t h e  i d e a l  energy-

- a  a 
s e n s i t i v e  receiver of t h e  wave guide maser type cannot extract more than ha l f  /319

of the  information contained i n  t h e  s igna l .  Under these  condi t ions ,  a 

coherent ampl i f i e r  i s  the  optimum device.  The e f f i c i ency  of t h i s  ampl i f ie r  can 

be set very c l o s e  t o  un i ty .  


Kiev S t a t e  Univers i ty  imeni T. G .  Shevchenko 
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